Earnings Shocks, Expectations, and Spending*

Eungik Lee Johan Saeverud
New York University University of Copenhagen

November 22, 2023

(click here for the latest version)

Abstract

The impact of earnings shocks on workers’ earnings expectations is a key determi-
nant of subsequent consumption changes. Using a unique combination of an expec-
tations panel survey and administrative data from Denmark, we identify earnings
shocks, expectation changes, and consumption changes that are often challenging to
observe. Simultaneously, standard assumptions in the income process literature, in-
cluding perfect differentiation of permanent and transitory shocks, have limitations
in explaining the empirical expectation changes upon earnings shocks. We intro-
duce a new income process model in which workers have partial information about
the nature of earnings shocks. Our estimates show that workers distinguish only
half of permanent and transitory shocks. We further investigate the implications of
partial information on consumption changes both empirically and through the lens
of a model. We find that workers’ partial information about the earnings shocks
is important to explain the degree of consumption response upon earnings shocks.
Moreover, we show that partial information predicts the consumption insurance
level observed in empirical literature better than conventional assumptions.
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1 Introduction

How do workers adjust their consumption in response to unexpected earnings shocks?
This question is essential in macroeconomics and labor economics, as it has implications
for labor market policies and consumer behavior. Standard consumption-savings mod-
els describe consumption as a forward-looking decision, underscoring the importance of
expected earnings flows. This emphasizes changes in beliefs about future earnings flows
upon earnings shocks as an important mechanism for understanding subsequent con-
sumption changes. However, understanding how workers change their beliefs in response
to earnings shocks remains challenging because such beliefs are usually not observable in
the data.

The limited availability of data on workers’ belief changes leads to two different strict
assumptions in the income process literature (Lillard and Willis, 1978; MaCurdy, 1982).
The first common assumption is that workers can perfectly distinguish between per-
manent and transitory earnings shocks. Under this assumption, the belief changes are
somewhat mechanical because workers can recognize the magnitude of permanent shocks
and update their beliefs accordingly. However, as Blundell and Preston (1998) point
out, workers’ ability to differentiate between permanent and transitory earnings shocks
has important implications for their consumption response to these shocks. To account
for the possibility that workers may lack complete knowledge about shocks, the second
opposite assumption is that workers do not have any information about the nature of
earnings shocks, and they update their beliefs using a Kalman filtering approach (Guve-
nen, 2007; Guvenen and Smith, 2014). This assumption is similarly strict, as it assumes
that workers do not differentiate between permanent and transitory shocks at all. For
example, in the case of bonuses, it is more plausible to think that workers possess some

information about these shocks.

In this paper, we use subjective earnings expectations to provide empirical evidence about
belief changes. This approach allows us to directly measure workers’ beliefs, avoiding the
need for stringent assumptions and leading to a more realistic modeling of belief changes.
Although the existing literature has confirmed the usefulness of subjective earnings ex-
pectations (Dominitz and Manski, 1997; Pistaferri, 2001; Manski, 2004; Kaufmann and
Pistaferri, 2009; Stoltenberg and Uhlendorff, 2022; Kosar and Van der Klaauw, 2023;
Almas et al., 2023), they are not typically available together with actual earnings real-

izations and consumption data, which likely limits their usefulness.! To overcome this

I Meghir and Pistaferri (2011) mention this data limitation and further discuss the possible issues with
validations.
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Note: This figure illustrates a key identification strategy for the paper. For notation, Fy 1[y;] stands for
expected earnings in ¢ evaluated in ¢t — 1. ¢; is registry imputed consumption in ¢.

Figure 1: Identification strategy

concern, we utilize the Copenhagen Life Panel, a recently collected panel survey on sub-
jective earnings expectations, matched with administrative data on realized earnings and

imputed consumption.

We illustrate our key identification strategy using expectations, realizations, and con-
sumption in Figure 1. In our notation, y; and c¢; represent individuals’ earnings and
consumption in year t, respectively. First, we identify the unexpected earnings shocks
as ¥ — Fy1]ys] using both earnings expectations in ¢ evaluated one year before in ¢ — 1
(E¢-1[y¢]) from the survey and the corresponding earnings realization (y;) from the reg-
istry. Unexpected earnings shocks refer to new information that workers did not anticipate
in t— 1. Second, we quantify the extent of belief changes by examining changes in long-
term (five-year ahead) beliefs as Fi[ys15] — Er-1]ys15]. Note that Ey q[ypy5] is formed
before they observe the unexpected earnings shocks, whereas F¢[y;1 5] is established after
they see the earnings shocks. Therefore, this belief change captures how much workers
change their long-term expectations upon the earnings shock. Finally, we investigate the
effect of belief changes on subsequent consumption responses using imputed consumption

(Browning and Leth-Petersen, 2003) in the registry as ¢; — ¢41.

In the first part of the paper, we show empirical evidence of how workers change their long-
term beliefs in response to unexpected earnings shocks. We construct the “belief change
ratio” which captures the degree to which workers internalize unexpected earnings shocks

(yt — Er-1[yt]) into changes in their ¢ 4+ 5 expectations (E¢[y¢+5] — Ei-1[yt+5]):

Eylyis] — Er1[yi4s)]
yt — Er 1]y]

(1) Belief change ratio =

The belief change ratio reflects a proportion of how much workers internalize the earn-
ings shocks into long-term (¢ + 5) beliefs. If workers think that the shocks are mostly
transitory, the measure will converge to 0. Otherwise, if workers believe that the shocks

have permanent components, the measure will depart from 0. Therefore, it is an empirical



measure capturing the degree to which workers perceive the earnings shock as permanent.

Using this new measure, we compare the two distinct assumptions in the income process
literature, allowing us to generate testable predictions on the belief change ratio over the
life cycle. Under the complete information assumption (Lillard and Willis, 1978), work-
ers have full information about unexpected earnings shocks. Thus, they can perfectly
distinguish between permanent and transitory shocks. With this assumption, the belief
change ratio represents the proportion of realized permanent shocks to unexpected earn-
ings shocks. If we assume constant shock parameters across the life cycle, as it is common
in the literature, then the average belief change ratio is constant on average across the

life cycle.

By contrast, the learning assumption (Guvenen, 2007) predicts a decreasing life cycle pat-
tern of the belief change ratio. Guvenen (2007) models heterogeneity in the individual
earnings growth and assumes workers have incomplete information about the individual-
specific parameter and the persistence component in the income process. Under this
assumption, workers do not distinguish at all between permanent and transitory earn-
ings shocks and instead learn about their individual income process from their realized
earnings using Kalman filtering. The individual earnings growth parameter is realized at
the beginning of life and fixed over the life cycle. Therefore, individuals at different life
stages will possess different amounts of information because older workers have a longer
history of realized earnings, which are informative about their income process, especially
their individual-specific parameters. This assumption implies that the belief change ra-
tio decreases over the life cycle because older workers have less uncertainty about their

income process, which makes the new earnings shocks less informative.

We test these different predictions using the survey-measured belief change ratio. We
construct an individual-level belief change ratio from the survey data and find a mono-
tonically decreasing pattern of the average belief change ratio over the life cycle. This
finding is consistent with the prediction of the learning assumption not only about the

decreasing pattern but also about the levels of belief change ratio across the life cycle.

Although the learning assumption closely fits the average belief change ratio over the life
cycle in the survey, we show that the belief change ratio is far more heterogeneous than
the learning assumption predicts. The low heterogeneity from the learning assumption
arises because workers do not have any visibility into the nature of earnings shocks. For
a given worker’s age, the learning assumption predicts a fixed belief change ratio level,
implying that age is the only predictor of heterogeneity in the belief change ratio. How-

ever, we find that the standard deviation of the belief change ratio across individuals in
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the survey is more than six times higher than that predicted by the learning assump-
tion. In summary, our empirical findings suggest that both the complete information and
learning assumptions have limitations in explaining the belief change ratio in the sur-
vey. Specifically, the complete information assumption cannot account for the decreasing
belief change ratio over the life cycle, and the learning assumption fails to capture the

heterogeneity in the belief change ratio.

We propose a new partial information assumption, a hybrid of complete information
and learning assumptions, to explain both the life cycle pattern and heterogeneity in
the belief change ratio. The key idea is that workers know some parts of the nature of
their earnings shocks. We decompose the variance of permanent shocks and transitory
shocks into two different parts: known/unknown permanent shocks and known/unknown
transitory shocks. In our model, workers can differentiate the known parts of these shocks;
however, they still solve the Kalman filtering problem for the unknown parts. To match
the heterogeneity and life cycle patterns of the belief change ratio, our estimates show
workers know 56% (41%) of permanent (transitory) shocks. We show that the partial
information assumption is essential to match the size of empirical earnings shocks in the
survey. The partial information assumption closely matches the mean squared earnings
shocks in the data. In contrast, the complete information assumption underestimates the

mean squared earnings shocks by 18%, and the learning assumption overestimates them

by 15%.

In the second part of the paper, we further investigate the implications of partial in-
formation on consumption both empirically and through the lens of the model. First,
we empirically demonstrate that the belief change ratio is essential in explaining the
heterogeneous consumption response from earnings shocks. We estimate an average con-
sumption elasticity to unexpected earnings shocks of 0.3. Subsequently, we show that
this elasticity is larger for workers with a higher belief change ratio, as this ratio reflects
the degree to which workers believe that unexpected earnings shocks are more perma-
nent. For example, a one percentage point increase in the belief change ratio increases
consumption elasticity by 0.17 percentage points. This empirical evidence underscores
the importance of survey-measured belief changes in understanding the heterogeneity in

consumption responses to unexpected earnings shocks.

We then show that the empirical correlation between consumption elasticities across the
belief change ratio is quantitatively consistent with the prediction of the partial infor-
mation assumption. To show this, we simulate a standard life-cycle consumption saving

model under three different assumptions: (1) complete information, (2) learning, and



(3) partial information. Thereafter, we indicate that the partial information assumption
closely matches empirical consumption elasticity across different levels of belief changes,
whereas the other two assumptions do not match. This evidence exhibits the usefulness

of the partial information assumption in the consumption model.

Finally, we investigate the implications of partial information for the degree of consump-
tion smoothing (Blundell et al., 2008; Kaplan and Violante, 2010). Under the complete
information assumption, consumption changes are predicted to be primarily driven by
permanent shocks, whereas workers are predicted to largely smooth their consumption
in response to transitory shocks. In contrast, under the learning assumption, workers are
predicted to smooth their consumption to the same extent in response to both permanent
and transitory shocks due to non-differentiability. The partial information assumption
predicts that workers’ consumption smoothing is 17% higher for permanent shocks and
13% lower for transitory shocks compared to the complete information benchmark. The
main reason for this is that workers do not know exactly the nature of the shocks. These
new estimates are consistent with the empirical finding (e.g., Parker et al., 2013) that
workers smooth their consumption less in response to transitory shocks. A better un-
derstanding of consumption smoothing has wide-ranging policy implications, including

evaluating the aggregate impact of tax and labor market policy.

Related literature. First, this paper contributes to the growing literature using sub-
jective expectations to empirically identify the information that workers possess. Since
Dominitz and Manski (1997) and, more recently, Almas et al. (2023) highlighted the
importance of survey expectations, there has been a surge of interest in using subjective
expectations to identify model objects in the income process literature. For instance,
Pistaferri (2001) and Kaufmann and Pistaferri (2009) both use the Italian Survey of
Household Income and Wealth to identify the degree of transitory shocks. More recently,
Stoltenberg and Uhlendorff (2022) use the same dataset and identify the amount of ad-
vanced information workers possibly have. Additionally, there is a strand of literature
using the New York Fed’s Survey of Consumer Expectations. Kogar and Van der Klaauw
(2023) examine the heterogeneity in expected earnings growth and report the hetero-
geneity across the life stages and business cycle. Commault (2022) uses the same survey
to identify the degree of the persistent component and demonstrate workers with higher
persistent components are more responsive to transitory shocks. Lastly, Wang (2023)
reports that perceived risk in the New York fed survey data is significantly lower than
the calibrated risk. The Copenhagen Life Panel provides several advantages relative to
the other datasets in the literature. It is matched with registry data; therefore, it allows

access to earnings realization and imputed consumption on top of expectations. Using



these expectations, realizations, and consumption, we first validate the collected expec-
tations data.? We also directly link expectations and consumption decisions, which is a

key focus of this paper.

Second, a strand of research models workers’ incomplete information on the income pro-
cess. The discussion on the possibility of workers having incomplete information about
their income process was initiated by Pischke (1995). Pischke (1995) introduces a model
in which workers are assumed to have incomplete information compared to econometri-
cians regarding the macroeconomic states of the economy. Blundell and Preston (1998)
and Cunha et al. (2005) emphasize the importance of the imperfect differentiation be-
tween permanent and transitory shocks in consumption response estimators. Guvenen
(2007) is one of the first papers to combine modeling incomplete information with belief
updating about individual income processes. A key innovation of this paper is the incor-
poration of individual-specific earnings growth rates, allowing workers to learn about the
underlying individual-specific parameters gradually. Guvenen (2007) shows incorporating
incomplete information is important in explaining cross-sectional consumption inequality
over the life cycle. Guvenen and Smith (2014) estimate the degree of partial insurance
and incomplete information within this framework. In a more recent study, Druedahl
and Jorgensen (2020) also model incomplete information and learning within the income
process, but without incorporating individual-specific earnings growth parameters as in
Blundell et al. (2008). Their main contribution lies in modeling private signals that are
informative about the persistence parameter. We contribute to this body of literature by
empirically examining belief changes without making stringent assumptions about under-
lying learning structures. Subsequently, we propose a new partial information model to
match these empirical survey beliefs. We then simulate consumption based on the partial

information and further validate it by comparing it with the actual consumption.

Third, this paper adds to the existing literature on understanding consumption responses
to earning shocks. Blundell et al. (2008) use imputed consumption in PSID data and
empirically estimate the degree of consumption insurance to permanent and transitory
shocks. There are attempts to generalize the structural model of Blundell et al. (2008).
For instance, Commault (2021) allows the pass-through of transitory shocks and explains
significant and positive consumption responses to transitory shocks. Kaplan and Violante
(2010) simulate an incomplete market model and compare the degree of consumption

smoothing with the empirical counterpart in Blundell et al. (2008). One of the goals

2 Caplin et al. (2023) report many validation exercises between the survey-measured earnings risk and
registry counterpart. They also report validations for the job transition expectations.
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of these strands of papers is to correctly estimate the consumption response upon the
permanent and transitory earnings shocks. It is not explicitly discussed how workers
perceive earnings shocks in the literature, even though this is crucial for understanding
subsequent consumption decisions. This paper fills this gap by providing empirical data

on workers’ perceptions of earnings shocks.

Lastly, a strand of papers shows the impact of earnings shocks on consumption responses
using natural experiments.® Parker et al. (2013) and Misra and Surico (2014) show the
positive marginal propensity to consume (MPC) in response to the government tax rebate.
Fagereng et al. (2021) find a positive MPC from lottery shocks. Agarwal and Qian (2014)
demonstrate that growth dividend in Singapore and confirm very high MPC. Lastly,
Fuster et al. (2021) use the NY Fed Survey of Consumer Expectations to ask respondents
about their consumption plans from $500 paychecks. The literature broadly confirms
that the MPC out of the transitory shocks is significantly greater than zero. Recently,
there have been efforts to identify heterogeneity in the consumption response to earnings
shocks. Lewis et al. (2019) find substantial heterogeneity in the marginal propensity to
consume (MPC) in response to government stimulus during the 2008 financial crisis. Bunn
et al. (2018) find a smaller MPC for positive shocks than for negative shocks. Crawley
and Kuchler (2023) highlight the level of wealth as a source of heterogeneity in MPC. We
contribute to the literature by demonstrating that the empirical belief changes can serve
as an important explanatory factor for understanding heterogeneity in the consumption

response to an earnings shock.

The paper is organized as follows. Section 2 introduces the survey and the registry
instruments and validates the survey responses. Section 3 shows how workers change their
beliefs upon earnings shocks. Section 4 describes the partial information model to explain
the empirical pattern in the survey. Section 5 empirically describes the consumption
response from earnings shocks and its interaction with the belief changes. Through the
lens of the model, we also outline the incomplete market simulation across different belief

change assumptions. Section 6 concludes.

2 Survey and matched administrative data

In this section, we present the survey data from the Copenhagen Life Panel and its registry

data counterpart. We also outline the key identification strategies to be employed in the

3 Havranek and Sokolova (2020) conduct a meta-analysis of previous papers on the consumption response
to earnings change.



main analysis and we conduct a baseline validity check of survey responses.

2.1 Copenhagen Life Panel

This subsection outlines the survey questionnaires and sample characteristics. We use
the Copenhagen Life Panel (CLP), an annual panel survey that focuses on earnings
expectations. Our sampling strategy involves selecting 100,000 individuals between the
ages of 20 and 70 from the population registry and inviting them to participate in the
online survey. The first round of the CLP (CLP1) was administered in January 2020 and
the second round (CLP2) took place in January 2021. It is worth noting that the CLP

is an ongoing panel, with four waves conducted as of January 2023.

The surveys were administered online, yielding response rates of approximately 15%. We
have 6,621 repeaters who completed both CLP1 and CLP2. Furthermore, we narrow
down our sample to individuals aged between 20 and 60 who reported being currently

employed in CLP1 resulting in a final sample size of approximately 5,847 individuals.

Our questionnaire in CLP1 is as follows. In Jan-2020, after we ask about their 2019
(last year) earnings, we first ask about their one-year ahead (2020) and then subsequent

five-year ahead (2025) earnings expectations. The exact questionnaire is as follows.

o We are now going to ask you about your beliefs about your future earned income
before tax. Assume no inflation such that a dollar in the future is worth the same

as a dollar today in terms of how much you can buy for it.
1. Think about your potential earned income during 2020. How much do you expect?
2. Think about your potential earned income during 2025. How much do you expect?

One year later, in Jan-2021, we ask again for their upcoming year (2021) and the sub-
sequent five years (2025), using an identical introductory preamble as before. The key
design of CLP involves matching the 2025 expectations between CLP1 and CLP2 to

capture empirical belief changes for the same long-term year, 2025.
3. Think about your potential earned income during 2021. How much do you expect?
4. Think about your potential earned income during 2025. How much do you expect?

We elicit the whole distribution of their beliefs about future earned income using “balls in
bins” elicitation device that is visually oriented (Delavande and Rohwedder, 2008). In our

specific implementation, respondents are first asked to state the minimum and maximum
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Note: Panel (a) shows the sample screen for the elicitation and Panel (b) shows how we interpret the
distribution of the answer in Panel (a) as a mixture of uniform distributions.

Figure 2: Balls in Bins

values for possible future earnings, as in the pioneering work of Dominitz and Manski
(1997). Then the range between the stated minimum and maximum was divided into six
equally sized bins. Respondents were then instructed to move 20 balls into the six bins to
reflect how likely earnings are to fall in each of the ranges. Figure 2(a) shows an example
of a response in the form of what respondents see while filling out the survey. Delavande
and Rohwedder (2008) show that this method elicits usable and reasonable answers.*
We interpret the distribution as a combination of uniform distributions where each ball
represents 5% probability and the probability density is equally distributed within the
bin. Fig 2(b) shows an interpretation of Fig 2(a). The labels of each bin are transformed

into a logarithmic scale for analysis.

2.2 Danish administrative data

One of the distinctive features of CLP is its matched administrative data, which provides
a means of validating the survey responses by giving access to the realized earnings and

imputed consumption, which enriches our analysis.

We describe how we construct the registry earnings and imputed consumption. We
have access to monthly earnings data from all sources reported for tax purposes in the
monthly income-tax registry. To construct annual earnings from the registry, we sum up

the monthly earnings from all employers within a year.”

For consumption, we follow the imputing method of Browning and Leth-Petersen (2003)
and Fagereng and Halvorsen (2017). We use the information on non-housing and non-
pension wealth (NW), pension contributions (P), and (after tax and transfer) disposable

earnings (YdiSp). Then we can impute the consumption for individual 7 and year ¢ as a

4 Goldstein and Rothschild (2014) show that bins and balls elicitation increases the accuracy of reported
distribution compared to other non-graphical elicitation methods.

® We compare this total earnings sum with earnings from the main employer and find that 93% of
respondents have one main employer.
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gap between disposable earnings and changes in net wealth and pension contribution.
2) Cf = Y™ (ANW + P))

The idea behind this imputation method is to approximate workers’ savings by analyzing
changes in their net wealth and pension contributions over the course of the year. In
Denmark, financial institutions are mandated to provide reports on the value of their
client’s accounts as of December 31st each year. Given that the tax reporting year
spans from January 1st to December 31st, the data on income and wealth reported in
the tax returns align with the information required to utilize this approach to impute
consumption. A lot of validation efforts have been done to assess the reliability and
accuracy of the imputation method. For instance, Abildgren et al. (2018) demonstrate a
strong correspondence between imputed consumption and survey reported consumption
for the period spanning 2002 to 2015.% Baker et al. (2018) also demonstrate that the
measurement gap of the imputation method compared to self-reported consumption is
relatively small in the German dataset. In the Online Appendix A.3, we provide a more
detailed discussion of potential issues related to the imputation methods used in this

study.

Table 1 presents the sample characteristics of our study compared to the population in
the registry. As previously mentioned, our survey includes employed individuals aged
between 20 and 60. To match this criterion in the registry, we restrict the samples to
individuals with earnings greater than 24,000 DKK in 2019 and age between 20 and 60.
It is worth noting that the distribution of females in the survey closely aligns with the
population, with both groups comprising approximately 50%. Regarding age, we observe
that, on average, survey participants are 4.1 years older than the population. However, it
is important to highlight that the survey sample still exhibits a wide range of age groups,

capturing the diverse life cycle stages.

Survey participants exhibit higher levels of education compared to the general population,
with 48% of the survey sample having education beyond the college level, compared
to 35% in the population. Additionally, survey respondents have higher earnings, as
evidenced by their average annual earnings before tax being approximately 13% higher,
average disposable earnings being 11.2% higher, and average imputed consumption being

7% higher compared to the population.

6 For the survey comparison, Abildgren et al. (2018) use Danish household budget surveys. The definition
of consumption in the survey follows the standard national account.
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Table 1: Demographics

Survey Sample Registry

N 5,867 2,877,935
Female 0.49 0.5
Age

20-29 0.19 0.25
30-39 0.21 0.25
40-49 0.25 0.24
50-60 0.35 0.26
Education

Above college 0.48 0.35
Annual earnings (DKK)

Mean 418,745 367,721
S.D. 972,111 309,593
Disposable earnings (DKK)

Mean 293,531 262,346
S.D. 228,312 249,473
Imputed consumption (DKK)

Mean 264,866 231,091
S.D. 178,346 196,322
Liquid wealth (DKK)

Mean 341,594 214,663
S.D. 674,954 2,734,836
Liquid constrained 0.32 0.40

Note: The table presents a comparison of the average demographic characteristics of the survey sample
and the Danish population as observed in the administrative data in 2019. The column “Survey Sample”
comprises repeaters and employed respondents from both Copenhagen Life Panel 1 and 2. The “Registry”
column comprises all individuals aged 20-60 within the Danish population who earned a minimum of
24,000 DKK in 2019. We also dropped workers who have a self-employed income of more than 24,000
DKK in 2019. The liquid wealth is the value at Dec-31st of 2018. In Jan-2020, the exchange rate for 1
US Dollar was approximately 7 Danish Krone (DKK).

12
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Figure 3: Data summary

Furthermore, the average liquid wealth (excluding housing) of survey participants is 16%
higher. When considering liquid constraints, defined as the ratio of liquid wealth to
annual earnings being less than 0.2, approximately 32% of survey participants are liquid
constrained. This percentage is comparable to the registry data, where 40% are identified
as liquid constrained. To account for these differences, we apply population weights to the
results. Further details on the construction of these weights are in Online Appendix A.1.
We also provide a comparison of sample characteristics for non-repeaters in the Online
Appendix A.2 where we confirm that, in most characteristics, it is well aligned with the

repeaters’ demographics.

2.3 Data summary and identification

We now provide a summary of the empirical data collected and an outline for identifying
key variables. We have individual-level expectations, realization, and consumption deci-
sions summarized by Fig 3. For the expectations, in CLP1, we collected individual-level
data on 2020 and 2025 earnings expectations, which were evaluated in early January
2020. To avoid confusion in notation, we denote these variables as E19[y20] and E1g9[y25]
to indicate that they were evaluated in 2019 instead of January 2020. Likewise, in CLP2
collected in January 2021, we measured Epg|y25]. For the realizations, we have yo¢ from
the registry value. Lastly, for consumption decisions, we have imputed consumptions

from the registry c1g and coq.

Next, we introduce how these components are used to identify three key objects: 1)
unexpected earnings shocks, 2) belief changes, and 3) consumption changes. First, we
define the unexpected earnings shock for individual 7 in 2020 as the difference between
the realized log earnings from the registry data and the expected log earnings: y%o -
Elg[y%(ﬂ. The key tension in defining shocks in the literature revolves around the advanced
information that workers may possess, which is not directly observable to the researcher.
By using subjective expectations, we can identify shocks more effectively because we

directly measure the unobserved expectations that workers hold.
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The second object of interest is workers’ belief changes, where we focus on how workers
adjust their long-term earnings expectations. To capture this adjustment, we align the
timing between CLP1 and CLP2, specifically in the year 2025. This allows us to measure
the extent to which workers modify their earnings expectations based on the earnings
shocks they experienced (y%o - E19[y§o])- We utilize EQO[y§5] - Elg[y§5] as the degree to
which workers incorporate permanent components within the earnings shocks. We expect
as workers incorporate a greater proportion of permanent components, their adjustments

to the 2025 expectations become more pronounced.

The third object is consumption change 050 - 0{9. We are interested in how workers’
consumption changes upon the earnings shocks. Moreover, we aim to establish the cor-
relation between the degree of consumption response and belief change. Our empirical
data is valuable in directly examining the relationship between belief and subsequent
consumption changes, as many consumption-saving models emphasize the significance of

beliefs in driving such changes.

2.4 Comparison between survey and registry

As Meghir and Pistaferri (2011) point out, the validation is crucial to ensure the reliability
of the survey expectations data. More recently, Almas et al. (2023) also highlight the
importance of effort in validating new measurements to ensure that they capture the
phenomena they are meant to. In this subsection, we conduct a first-order validation of

survey responses using the unique matched survey and registry structure.

To begin, we check whether workers have accurate information about their past earnings.
This serves as a fundamental first-order check, which would typically be challenging
to ascertain without the use of the matched registry and survey structure. Prior to
asking the earnings expectations question, we ask about their earnings in the last (2019)
year in CLP1. We compare the self-reported earnings in 2019 from the survey with
the corresponding earnings value recorded in the registry. Fig 4 shows the distribution
of the log-scaled individual-level difference between the registry (y£,19) and survey self-
reported values (yg,lg) of earned income for 2019. Fig 4(a) shows the distribution of
the gap between y};719 and 95,19- Approximately 75% of respondents fall within the
+0.1 boundary, indicating a high level of correspondence and confirming that workers
understand the meaning of earned income and follow their earnings in the last year. In
Fig 4(b), we plot the mean of survey reported earnings yg,lg against 20 different levels of
registry earnings 972;,19' The plot shows a strong linear relationship along the 45-degree

line, indicating a high level of correspondence across the different levels of earnings. This
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Figure 4: Last year’s earnings comparison

high correspondence shows the workers follow how much they earned last year which is

important to give baseline credibility to their expectation response.

As a second validation, we compare expectations and realizations cross-sectionally. If
the expectations data is correctly measured, we expect it to match the actual realization
at the cross-sectional level. Fig 5(a) first compares the average level of expectations
(X-axis) and realizations (Y-axis). We divide the sample into 20 equally sized groups
based on their expected levels and then display the average expected and observed levels
within each group. The scatter plots closely follow the 45-degree line, indicating a strong
alignment between expectations and realizations across various levels. This validates the
survey expectations, showing that it is hard to find systematic optimism or pessimism in

workers’ expectations.

In Fig 5(b), we show the distribution of unexpected earnings shocks (4, E19[y4]). Even
though the average level of expectations corresponds to the average realizations, there
are substantial variations in the distribution. We find that 44% respondents are in the
+0.1 boundary and that the distribution of earnings shocks is centered around zero. In
Online Appendix A.4, we show that the distribution of earnings shocks is stable around
0 across the different levels of current earnings (yfg), life cycle, education, gender, and
job transitions which confirms the earnings shock is not biased conditional on various

demographics and labor market experience.

Finally, we show the first-order evidence that the cross-sectional variations in earnings

expectations are correlated with the levels of consumption. The precautionary saving mo-
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Note: Panel (a) shows the expected earnings (E1g[y4]) on the X-axis and the realizations in the registry
data yéo on the Y-axis. We construct the 20 equal-sized groups based on the X-axis and plot the empirical
mean of each group. Panel (b) displays the distribution of earning shocks in 2020 (y%o - Elg[yéo]).

Figure 5: Comparing expectations and realizations

tive suggests that workers with higher mean in expected earnings tend to consume more,
while those with higher levels of uncertainty in future earnings tend to spend less due to
self-insurance motives. If expectations data is valid, we expect the expectations data to
be correlated with their variations in consumption decisions. To show the validations we

run the following regression:

(3) clg = B1yly + BaEio[ydo] + B3SD1glydo] + Bo + X7y + €

The dependent variable, cfg, represents the log-scaled consumption of individual ¢ during
2019. The explanatory variables include the individual’s current level of log earnings
(yfg), mean expected earnings (Elg[yéo]), and standard deviation in expected earnings

(SD19[yg]). Control variables (X;) include age, age-squared, gender, and education.

Table 2 presents the regression results. In column (1) where no controls are added, we
observe a positive and statistically significant coefficient at the 1% level for Elg[ygo],
indicating that workers with higher expected earnings tend to have higher levels of con-
sumption. Furthermore, the coefficient of SDlg[yéo] is negative and statistically signifi-
cant at the 5% level suggesting that workers facing greater uncertainty about their future
earnings tend to spend less, consistent with the precautionary saving motive. Column
(2) shows the results are robust with the various control variables. This result again
confirms the validity of the data, as it demonstrates that the cross-sectional variations
in expectations data are correlated with variations in consumption decisions, consistent

with the precautionary saving motive.
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Table 2: Cross-sectional consumption and expectations

(1) (2)
Dependent variable: cjq
o 0385 0.273""
(0.036) (0.033)
Eig[y) 0.453"  0.391™"
(0.064) (0.059)
SDiglyi 4] -0.488""  -0.479"
(0.203) (0.210)
Controls N Y
R-sq 0.271 0.314
N 5,867 5,867

Note: Standard errors are clustered at the individual level. The dependent variable is log scale consump-
tion. Control variables include age, age-squared, gender, and education.

In this section, we introduce and validate our survey by comparing survey responses with
matched administrative data. It is worth highlighting the significance of having access
to matched survey and registry data for conducting important validations. Such data
integration is crucial for performing even the most fundamental validations, ensuring the

robustness of measured expectations data.

3 Belief changes upon earnings shock

Building on the validity discussed in the previous section, we show in this section how
workers change their beliefs upon unexpected earnings shocks. We first make a testable
prediction based on two important assumptions (complete information and learning)
about belief changes in the heterogeneous income process framework. The heteroge-
neous income process is a class of income process models that specifically model individ-
ual heterogeneity in earnings growth (Lillard and Willis, 1978; Hause, 1980; Guvenen,
2009). This income process is especially relevant for the learning assumption because
the learning assumption describes workers learning about their individual income pro-
cesses.” Therefore, we first outline how a heterogeneous income process models earnings
realizations. Subsequently, we introduce how the complete information and learning as-

sumptions model belief changes differently upon the same earnings realization process.

7 We note that the prediction on the complete information holds in a more general structure including
the restricted income process. We have a discussion in Online Appendix A.7.
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3.1 Earnings realization process

The heterogeneous income process assumes that the log earnings (y%) dynamics for in-
dividual 7 at age ¢ can be decomposed into three distinct components: the observable
component, the individual component, and the stochastic component.8
4 yi= g(X{) + Bit +(zt+eb)
( ) ~—— ~~ N———

observable individual stochastic
In equation (4), first the observable component, Xf represents the individual’s observable
characteristics such as age, gender, and education. The function g(XtZ') captures the

average predicted dynamics of earnings based on Xti .

The second individual component captures heterogeneity in earnings growth rates. The
parameter 3; is an individual-specific parameter determined at the beginning of labor
market participation from the normal distribution A(0, 6[23). The distribution of 3 cap-
tures the heterogeneity in individual earnings growth rate. For instance, the variation in
[3 can arise from differences in human capital and heterogeneity in skill acquisition which

makes differences in earnings growth over the life cycle.

Lastly, the stochastic components include the standard AR(1) permanent and transitory
shocks components, where z{ = pzf | +n% and n and €/ are from N(0, 0%) and NV(0, 02)
respectively that are independent and identically distributed (i.i.d.) over time and across
individuals. In summary, there are 4 different parameters that describe the earnings

dynamics: O'%, G%, Gg, and p.

We estimate the parameters for earnings realizations in a standard minimum distance
method (Guvenen, 2009) using the registry. The description of the steps is as follows.
First, to identify observable parts, we run a regression with log earnings as the dependent
variable and age, age-squared, gender, and education as independent variables. Second,
we calculate earnings residuals for each worker from 2015 to 2020. Using these values,
we construct the empirical variance and covariance matrix of earnings residual across the
life cycle. Third, we write down the model-predicted variance and covariance matrix as

a function of the four parameters. For instance, the variance of residualized earnings at
¢
J
down this variance and covariance matrix, we use the minimum distance method with

age t can be represented as follows: var(yf) = 0‘% 2 + (T% > ;10 p%l + (Y%. After we write

the identity weighting matrix and find four parameters minimizing the distance from

8 In the survey, there are no time variations across survey respondents because we use the repeaters in
CLP1 and 2. To avoid the use of notation, we interchange age and time.
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Table 3: Estimated parameters

Sample p (7% (7% Gz
1) Al 0.021 000084 0028  0.026
(0.004)  (0.00002)  (0.003)  (0.001)
(2) Male, University or above 0.910 0.00113 0.024 0.036
(0.019)  (0.00010)  (0.005)  (0.002)
(3)  Male, Below University 0.933 0.00054 0.029 0.026

(0.008)  (0.00006)  (0.009)  (0.005)
(4)  Female, University or above 0.841 0.00095 0.032 0.019
(0.023)  (0.00014)  (0.007)  (0.004)
(5)  Female, Below University 0.885 0.00063 0.040 0.030
(0.018)  (0.00008)  (0.009)  (0.011)

Note: This table shows estimated parameters across each sample criterion. Standard errors are in
parentheses. “University or above” refers to workers possessing education beyond the university level,

while “below university” indicates workers with education levels lower than a university degree.

the empirical counterpart. In Online Appendix B, we have a more detailed estimation

description.

Table 3 presents the estimated parameters for the income process. The first specification
shows the estimated parameters for all samples. Notably, the persistence parameter (p)
is estimated to be less than 1, indicating that the degree of permanent shock is relatively
mild. The parameter estimates for the variance of permanent and transitory shocks are
around 0.028 and 0.026, which is lower than the estimates for the U.S. (Guvenen, 2009)
which possibly comes from a relatively stable labor market and unemployment insurance
system in Denmark. Lastly, we note that the variance of (3; is significantly greater than
0. Considering that it affects earnings with a multiplicative value of ¢, the magnitude is

not small and bigger than the estimates in Guvenen (2007).

The second-to-last rows in Table 3 present the subgroup analysis across gender and
education. We find that the persistence parameter and the variance of (3; are lower
for females compared to males. However, the variance for the permanent shock is higher
for females than for males. Additionally, among both males and females, the group with a
university education or above exhibits a higher level of variance in 3;, while the variance

for the permanent shock is lower in this group.”?

9 In the Online Appendix B, we provide an alternative estimation method that allows for variations in
age following the approach of Karahan and Ozkan (2013). We will later use these specifications will
be used for robustness checks of the results.
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3.2 Assumptions about belief changes

In this subsection, we compare the assumptions of complete information and learning in
the existing literature, focusing on how each assumption describes earnings shocks and

the following belief changes.

First, the complete information assumes that worker ¢ at any age ¢t has complete informa-
tion on the realized value of individual-specific parameter (3;, the current level persistence
component zf , the amount of realized permanent and transitory shock ni, and (—:%. The
complete information assumption describes earnings shocks (y! — E¢ 1[y}]) as the sum of
the realized permanent shock (n%) and transitory shock (e%) Workers perfectly see every
component inside of the earnings shocks and they only use the permanent shock in belief

changes.

Second, the learning assumption (Guvenen, 2007) models workers enter the labor mar-
ket without knowing the realized value of (3; and have prior beliefs about their (3; as
N(0, G%) and z{ as N(0, O‘%). Unlike the complete information assumption, the workers
only observe the realized earnings (y;) as an informative signal about the income process
but do not see the components in it. Therefore workers do not see the nature of earnings
shocks at all. Instead, using the parameters of the income process, workers change their
beliefs about [3; and zf as a Kalman filtering problem. The key feature of this filtering

problem is workers are learning a certain proportion of earnings shocks.

(5) Eylyfys) -~ Er1lytes) = G(t) x (yf — Epalyi])

Equation (5) describes how workers update their beleifs about ¢ + 5 earnings. On the
left-hand side of the equation, we see how much worker ¢ changes her mean beliefs about
earnings y% 15 as the worker observes one more realization y% . The right-hand side of
the equation shows that workers learn in proportion to earnings shocks. In the learning
assumption, the proportion G(t) is determined by their age ¢t. The G(¢) is a function
of Kalman gain and the level of G changes across age t because of different amounts
of information across life stages as workers are getting older, they have more earnings
realizations which is more informative about their individual earnings process. We put

the exact state representation equations with examples in the Online Appendix C.

The key difference between learning and complete information comes from that workers
are learning about the individual-specific parameter (3;) over the life cycle, even though
it is already realized and remains the same within the individual. In the learning as-

sumption, workers accumulate information about their (3; across the life cycle because
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they have more earnings realizations that make different amounts of information different
across the life stage. Consequently, on average, as the worker’s age increases, the mean
beliefs about (3; are closer to the true realized value. On the contrary, the complete infor-
mation assumes workers already know their realized 3; from the beginning and workers

have the same amount of information about the underlying process across life stages.

Based on this key difference, we construct a measure called the “belief change ratio” that
captures the extent to which workers incorporate their earnings shocks into long-term
belief changes. As a measure of the extent to which workers internalize into long-term
beliefs, we use the difference in expectations about earnings in ¢ + 5, represented as
Et[y,% 15l Et,l[yg 5] We normalize this by dividing it by the size of the earnings shock
at time t, represented as yg. — Et,l[yg]. Then the belief change ratio G defined below
represents the proportion of how much workers internalize the earnings shock into the 5
years out expectations.

(6) o Et[y§+5] - Et,l[yf+5] _ Expectations revision t-+5

y% - FEiq [y%] B Earnings shock t
For instance, if workers interpret the earnings shocks as solely originating from transitory
factors, then G will be close to 0. Conversely, if workers perceive the shocks to have

permanent components, G will be a positive value.

The complete information assumption interprets G as the proportion of permanent shocks
among the earnings shocks 11’1%1% x p°. The income process parameters are assumed to
be constant across the life cycle, therefore, on average G' should be relatively flat across
the life cycle because the shocks come from the same set of parameters. We also note
that other income process such as the restricted income process also predicts the flat G

because the definition of the measure is identical to the above.1?

However, the learning assumption leads to a different life cycle pattern of G. The Kalman
gain determines the extent to which workers learn from earnings shocks. As workers
accumulate more earnings realizations, the variance in beliefs about (3; steadily decreases
over the life cycle. As workers are more certain about the income process, the amount of
the Kalman gain from earnings shock decreases. Therefore G which is a direct mapping
from the Kalman gain also decreases over the life cycle. The magnitude of the decrease
in G over the life cycle depends on the interaction between the parameters 0‘(23, (Y%,

and 0'%. As 0'% is larger, the decreasing pattern in G over the life cycle becomes more

10The detailed discussion about the difference between heterogeneous and restricted income processes is
in Guvenen (2009).
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Note: The blue and orange lines show the local linear predictions of the simulated belief change ratio
across the life cycle. The red dotted line is the survey belief change ratio with 95% confidence intervals.

The lines are a local regression fitted line.

Figure 6: Average belief changes over the life cycle

salient because the relative degree of learning about the individual profile is getting more
salient. In the Online Appendix C, we provide simulation results across different sets of

parameters.

3.3 Average belief change ratio over the life cycle

To compare the predictions of the two different assumptions with the survey-measured
belief changes, we conducted two separate simulations of 100,000 workers’ beliefs based
on the parameters in the first row of Table 3. We construct the average level of G across
the life cycle in each assumption. On the survey side, we measure Ezo[y§5] - Elg[y§5] and
y%o - ElQ[?J%o]' Based on these data, we construct G for individual i as G; as follows.

o — Boolvss] — Erolvss] _ Expectations revision 25
P

(7)

yso— Ero[ydy) ~ Earnings shock 20

Fig 6 presents a comparison between the average survey G; and simulated G in each
assumption across the life cycle. We use local regression smoothed lines plotted for
survey Gj, learning G, and complete info G. There is a clear pattern that the average of
survey G; decreases over the life cycle. Notably, the average of learning G closely matches
this decreasing life cycle pattern, both in terms of shape and level across the life cycle

which confirms the validity of the learning assumption. In contrast, the average pattern
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of complete info G is relatively flat across the life cycle and the level is lower than the
survey (;. This finding highlights the importance of modeling incomplete information

and validating the Kalman updating in the learning assumption.

It is important to note that both the underlying income process and assumptions about
belief changes affect the simulated G. To ensure the robustness of our results to the
underlying specification of the earnings realization process, we try different subgroup
analyses allowing different subgroup parameters in Table 3. Fig 7(a) and 7(b) show
subgroup analysis for males and across different education levels. In both Fig 7(a) and
Fig 7(b), there are clear patterns that the average of survey G; is decreasing, while the
average level of complete information G still predicts flat levels across the life cycle.
This again confirms the previous result that the average learning G is closer to the
average value of survey G;. On the other hand, the complete information G deviates
from the average survey G;. Similarly, Fig 7(c) and 7(d) depict the results for females
with different levels of education. The patterns observed are once again very similar, with
survey G; decreasing over the life cycle, and the learning assumption effectively capturing
the downward slope patterns in both groups. This finding highlights the robustness of
our results, indicating that the underlying earnings realization process does not drive
the findings but rather reflects the process of belief updating. In Online Appendix A.5,
we first allow age-dependent parameters following the method of Karahan and Ozkan
(2013) and then simulate again learning and complete information G. We find that the
complete information G assumption predicts a U-shaped pattern and fails to incorporate

the decreasing pattern.!!

Result 1. The average belief changes over the life cycle observed in the survey data align
with the learning assumption, while the complete information assumption fails to capture

the pattern.

3.4 Heterogeneity in belief change ratio

While the learning assumption is useful in explaining the average pattern of survey Gjy, its
underlying assumption that all workers are unaware of the nature of earnings shocks may
be overly restrictive and questionable. We further investigate the heterogeneity of G; by
comparing the predictions of the complete information G' and learning assumptions G.
The complete information assumes that workers can observe the nature of earnings shocks

perfectly. As we mentioned, the complete information explains G as n%/ (ﬂf& + €%) X p°.

11 Online Appendix A.6, we also compare the median, instead of the mean, and find a very consistent
pattern with the results in Fig 6.
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95% confidence intervals.

Figure 7: Robustness check: average belief change ratio over the life cycle
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Heterogeneity in G among workers can arise due to the different realizations of n% and
ef; even when drawn from the same parameter of the distribution. However, the learn-
ing assumption describes workers have no information about the earnings shocks which
implies that workers of the same age have the same level of Kalman gain. Consequently,
the only factor that can differentiate the level of G is age, and there is no heterogeneity

of G among workers of the same age.

Fig 8(a) displays the cross-sectional distribution of survey G; and Fig 8(b) overlays the
same distribution of survey G; with the simulated distribution of G from two different
assumptions. In Fig 8(a), we observe that the standard deviation of G; is approximately
0.37. About 88% of the samples exhibit positive values of G;, indicating that the majority
of workers adjust their 2025 earnings expectations in the same direction as the earnings
shocks in 2020. In Fig 8(b), we plot the distribution of survey G; with the simulated
G. The most notable pattern is that the heterogeneity of learning G is much lower
and more concentrated compared to the heterogeneity in the survey G;. The standard
deviation of learning G is 0.06, whereas the standard deviation of G; in the survey data
is 0.37, which is approximately six times higher in the data. By construction, learning G
should be positive because workers adjust their 5-year ahead expectations following the
direction of earnings shocks because the components of earnings shocks are not verifiable.
This observation suggests that workers have heterogeneous interpretations of the earnings
shock, and assuming a constant level of G based on age alone may be insufficient to explain

this empirical heterogeneity.

On the other hand, the complete information assumption predicts a much larger degree
of heterogeneity in GG than the survey G;. This comes from the fact that the realizations
of nf; and ef; are different in the simulated data set. Especially, the standard deviation of
complete information G is 0.92 which is more than twice heterogenous than the survey
G;. The proportion of the negative G is around 32% a lot higher than the counterpart
in the survey (12%). This result suggests that the degree of heterogeneity in survey Gj

is relatively moderate than the two assumptions predict.

To examine the robustness of our findings, we conduct additional analyses to explore
heterogeneity across different education and gender groups. We estimate separate pa-
rameters for each group and simulate the heterogeneity of the learning G based on these
parameters. We then compute the 25th, median, and 75th percentiles of G as measures
of its distribution within each group. We also compute the corresponding moments in
the survey G; and construct the same moments. We put the estimated parameters in

Table 3. Fig 9 shows the moments of GG across gender and education groups. The scatter
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Note: Panel (a) shows the distribution of G; in the survey. Panel (b) shows the comparison of the dis-
tribution plot between the survey G; and simulated G in learning and complete information assumption
respectively. We excluded the top and bottom 2.5% of outliers from the analysis in each dataset.

Figure 8: Heterogeneity in belief change ratio

plot shows the median value of G respectively and the bar shows the 25-75 percentile
of G. For the male and university or above group, which constitutes 21% of our survey
respondents, the 25th to 75th percentile moments of G; range from 0.64 to 0.25. In
contrast, the corresponding moments predicted by the learning assumption range from
0.46 to 0.34. The complete information assumption, on the other hand, predicts a much
wider range of 0.92 to -0.41, which deviates significantly from the survey predictions. We
find a very consistent pattern in all demographic groups that the learning assumption

predicts much less heterogeneity, while complete information overshoots the degree of

heterogeneity.

We additionally demonstrate that the belief changes ratio exhibit correlations with demo-
graphic characteristics and job transition experience. There are distinct life cycle patterns
of heterogeneity in G;. Fig 10(a) shows the distribution of G; across three age groups:
20-34, 35-49, and 50-60. Notably, younger workers’ learning is much more heterogenous
in the younger age group (standard deviation: 0.54), while the learning of the older age
group is much less heterogenous (standard deviation: 0.30). We also show that the level
of Gj is correlated with the job transition which shows that workers have a higher level
of belief change ratio after the job change. Using monthly employer-employee registry
data, we identify workers who were separated from their employers during 2020 (transi-
tion group) and those who remained with the same employer throughout the year (stay
group). We found that 79% of the workers belong to the stay group, while 21% were
classified as the transition group. Fig 10(b) shows that workers who experienced job

transitions have a higher level of GG; which means they change the beliefs more from the
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Figure 9: Robustness check: Heterogeneity in belief changes

same amount of earnings shock in all age groups. This finding suggests in the case of job
transitions workers possibly know more about the nature of earnings shock which is not

predicted from the learning assumption.

Result 2. The learning assumption underestimates the degree of heterogeneity in the

belief change ratio, while the complete information assumption overestimates it.

This section shows that workers’” average belief change closely approximates the learning
assumption, but there is substantial heterogeneity in empirical belief changes that is

difficult to explain within the learning assumption.

4 Modelling partial information

The previous empirical findings show that neither the complete information assumption
nor the learning assumption can adequately explain the empirical belief change ratio.
To match the empirical belief change ratio, we introduce a new (hybrid of the two as-
sumptions) income process model to explain the empirical findings. We model partial
information that accounts for workers’ partial knowledge regarding the nature of their
earnings shocks. Later in section 5, we connect this income process model to the incom-

plete market consumption simulations.
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consists of workers who remained with the same employer throughout the year, while the transition
group includes workers who experienced at least one job separation.

Figure 10: Heterogeneity in belief change ratio

4.1 Partial information income process

Each agent works ¢ with age ¢ earns stochastic earnings y% The earnings realization
process follows the heterogeneous income process we introduced in Section 3. The key
difference from the previous model is that we decompose the permanent and transitory
shocks into two distinct components: known (K) and unknown (Uk) shocks. The known
shock represents the part workers can distinguish, while the unknown shock represents

the part workers cannot distinguish which is represented below.

vt =Bit+ 2 + (eix + €l )
o =pz 1+ (ﬂi,K +nf§,Uk)
(8) Bi ~ N(0,0)
eig ~N(0,0%k) and €}y ~N(0,0% 1)
nix ~ N0 07 k) and 1}y ~N(0,07 )

For instance, instead of ef; in the previous equation, we add a layer about differentiability
about the nature of the shock, ef; = e;K + e,’;’Uk. This implies that workers possess
partial information on the nature of shocks. For the unknown part of the shocks, the
problem goes back to the filtering problem where workers update their beliefs based on
the remaining unknown parts of the shocks. To isolate the impact of known and unknown
shocks only on belief dimensions, we partition the aggregated shock parameter into two

distinct components: one representing the known shocks and the other representing the
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unknown shocks.
2 2 2 2 2 2
(9) o =05k + 0 uk and 0¢ = 0¢ k + 0¢ Uk

The above equation preserves the aggregate level of permanent shocks and transitory
shocks affecting earnings realizations. The workers then use residual earnings i/% = yf -
ei,K —T]f;’K to filtering their beleifs about 3; and zt’ . We assume that all possible shocks
are i.i.d. each other. If we allow the correlation between known and unknown shocks
then workers may have more information than the i.i.d. benchmark because they can
infer about the size of unknown shocks from the realized known shocks. This framework

nests the complete information and learning assumption. For instance, if (7% = 12] K and

0% = Gz k> then this model converges to the complete information assumption because
workers will know the realized value of (3; right away in ¢ = 1 and no further learning
about individual profile. On the other hand, if G% = %,Uk and O‘% = 0‘27Uk, this model

converges to the learning assumption.

We now describe the state representation of this partial information income process. The

underlying state equation is as follows.

B, 1 0] [Bs 0

(10) [iZ = RS i
Zi 4 0 pf |2 MNyr1,Uk TNi41K
St F St

The log earnings (y%) signal equation is expressed as a linear function of the underlying

hidden state and the sum of both known and unknown transitory shocks.

b

il T (efx +efux) = HiS + (€] x + €} 1)
t

(11) yi=[t 1]

Unlike the learning assumption, workers also observe the known permanent and transitory
shocks. The net log earnings g}% are defined by removing the known components from the

log earnings yg . In summary, each worker i at age ¢ observes (@; ,ni K> e% K)-

The belief updating equation is as follows. The prior belief of each individual about

(B, zll ) is represented by a multivariate normal distribution with mean (Bl|0, le|0) and
2

o 0

0 o2 ; . After observing (@f, s @é), (ni)K, ...,ni’K), and
Z7

the covariance matrix Py = [

(ei Koo eg k), the posterior beleif about Sti is normally distriubted with mean parameter

vector S?

{1 and the covariance matrix Pt|t—1- The recursive Kalman updating formulas
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are given below.

0

St =St + KB - HiSy, )+ |
M; K

(12)
StZJrl\t - FSZU

where K; = Pt\tlet[Hngﬂtlet - O'E Uk]fl is the Kalman gain. We note that H[tﬂtfl

represents Fy 1[y:] and workers learn in a proportion from their forecast error. The
variance-covariance matrix Pt|t has the following recursive formula.
/
Py = Pyypq + Ky Pyy
0 0 ]
2
0 0 Uk

Note that the covariance matrix evolves independently of the signal realizations and

(13) ,
Pyyafp = PPy 7 +

remains deterministic in this environment, given that H; is deterministic. In the end,

the one period ahead of earnings expectation conditional on the §t|t is distributed as

7 o1 !/ Q1 / 2
Yir1lSy ~ N(Hy1 Sy Hia Praje i + 0 pg)-

4.2 Measuring the size of known and unknown shocks

In this subsection, based on the income process parameters specified in Table 3, we
decompose the proportion of known shocks using the survey moments while ensuring

that the sum of the known and unknown shock parameters remains constant as below.

1) o3 (= 0.028) = 07 i + 07 .
G%(: 0.025) = O%,K + O'E,Uk

We aim to match two specific survey moments in our analysis: the heterogeneity in
survey belief changes ratio (G;) and the life cycle mean of belief changes ratio (G;). For
the life cycle mean, we construct an empirical mean of G; across 5 years age bin and
targeted those as moments. The calibrated parameters for our model are 0‘%7K = 0.016
and G%,Uk = 0.012. This indicates that workers are able to differentiate 52% of the
permanent shocks, as U%K / 0‘% = 0.52. The calibrated values for GE,K and Gz,Uk are 0.011
and 0.014, respectively. This indicates that workers differentiate approximately 43% of
the transitory shocks, as GéK /02 = 0.43. Fig 11(a) shows the simulated distribution of G

alongside the distribution of survey-measured G;, revealing a strong alignment between
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Note: Panel (a) shows the empirical distribution of survey G and the distribution of G simulated under
partial information. Panel (b) show the comparison of the life cycle pattern of survey G and simulated

G. We use 5 years age bins and construct the mean of corresponding G in each age bin.

Figure 11: Targeted moments

the simulated and empirical distributions. Fig 11(b) shows the life cycle mean of G; and
the simulated G also well matches the empirical moments. In the Online Appendix D,

we have a detailed discussion about the identification of the targeted moments.

This calibration result confirms that assuming partial information in the belief changes
can effectively explain the heterogeneity in the belief change ratio and its life cycle pat-

terns.

4.3 Matching the size of earnings shocks

It is very important to correctly understand the possible size of earnings shocks that
workers could face. The three assumptions have different implications for the size of
earnings shocks because the expectation is based on the amount of information they
have. On the survey side, we have empirical earnings shocks, so we compare which of
the three assumptions most closely matches the empirical size of earnings shocks. To
quantify the level of earnings shocks, we introduce the measure mean squared earnings
shocks defined below.

(15) MSE = + 3 (vf - B 1[yf])?

Fig 12 shows the empirical MSE from the survey with the counterparts in each assump-
tion. The horizontal bar represents the empirical mean of MSE in the survey. The value

of the empirical mean squared earnings shock is 0.064. The bars represent the predic-
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Note: This figure shows the level of mean squared earnings shocks in each assumption. The horizontal
line is the empirical mean squared earnings shocks and the bars show the prediction of MSE across

assumptions.

Figure 12: Mean squared earnings shocks

tion of MSE across assumptions. First, the complete information predicts 0.053 which
is 17% lower than the survey MSE. Second, the learning assumption predicts MSE as
0.073 which is 13% higher than the survey MSE. Lastly, the partial information assump-
tion very closely matches the level of MSE. The value of MSE in partial information
is 0.062. This result shows that assuming partial information is very important to cor-
rectly understand the size of earnings shocks that workers possibly face. Moreover, it is
also important to note that assuming complete information could possibly underestimate
the level of earnings shocks by 17% which is important to estimate further consumption

changes.

In this section, we introduce the partial information partial income process. Our estimates
show that workers know around half of the nature of earnings shocks. We further show

that partial information closely matches the size of earnings shocks that workers face.

5 Consumption responses and partial information

Different assumptions hold different subsequent implications for consumption. We now
investigate the implications of partial information on subsequent consumption responses,
both empirically and through the lens of the consumption-saving model. We first empir-
ically estimate the consumption elasticity and the interaction between the belief change
ratio. This empirical finding holds particular significance due to the limited evidence

connecting survey-measured beliefs and consumption behavior. Based on this empirical
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finding, we systematically compare the three different belief change assumptions (com-

plete information, learning, and partial information) using an incomplete market model.

5.1 Consumption elasticity and belief change ratio

In this subsection, we empirically estimate the elasticity between consumption changes
and earnings shocks. We further examine how this relationship varies across different
levels of survey belief changes ratio (G;). We expect if workers perceive earnings shocks
as primarily transitory (indicated by G; being close to 0), the consumption elasticity from
earnings shocks would be lower. Conversely, if workers think that the earnings shocks
are mainly driven by the permanent shocks (G; increases), we would expect a higher

consumption elasticity.

To estimate the consumption elasticity from earnings shocks (y), we set a dependent
variable as consumption growth in 2020 and unexpected earnings shock as an explanatory
variable. For individual characteristics, we again control age, age-squared, gender, and

education.

(16) Achy =550 — Frolybol) + XIB + €

Fig 13(a) presents the correlation between consumption growth and earnings shock. We
present a binned scatter plot, where the X-axis displays the unexpected earnings shock on
a log scale, divided into 20 equally-sized bins. The Y-axis shows the mean of consumption
growth, and each dot represents the empirical mean of the respective bin. The regression
coefficient for vy is 0.315, which is statistically significant at the 1% level. We put the
regression table in Online Appendix A.8. This finding indicates that a 10% positive

earnings shock leads to approximately 3.2% increase in consumption.

We now show that the belief change ratio in the survey (Gj) is correlated with the
elasticity of consumption (y). Fig 13(b) shows the estimated elasticity (dot) and the
corresponding confidence intervals (bar) of consumption after dividing the sample into
5 equal-size groups depending on their levels of G;. There is a clear pattern that as
G; increases, vy increases. Specifically, as the belief change ratio increases by 1%, the
elasticity of consumption increases by 0.28%. This highlights the significance of the
belief change ratio as a crucial mechanism in explaining the heterogeneity in consumption
elasticity. It also underscores the importance of accurately modeling the belief change
ratio to comprehend the heterogeneous consumption response. We note that the learning

assumption, which predicts a limited range of the belief change ratio (G), fails to fully
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Note: Panel (a) shows the pooled sample consumption elasticity from the earnings shocks. Panel (b)

shows the separately estimated consumption elasticity across different levels of Gj.

Figure 13: Consumption elasticity and belief change ratio

explain the pattern observed in Fig 13(b). Consequently, in the next section, we develop
a model that captures this moderate degree of the belief change ratio and its impact on

consumption elasticity.

Result 4. Empirically, as the belief change ratio increases, the consumption elasticity

from unexpected earnings shocks increases.

5.2 Consumption simulation across belief changes ratio

In this subsection, we set up an incomplete market/life-cycle/partial equilibrium model
without aggregate risks to simulate consumption. The model structure is very standard
but the key exercise is we simulate the consumption with three different belief change
assumptions (complete information, learning, and partial information). We control the
sequence of realized earnings but only allow beliefs to be different across three different

sets of simulations.

5.2.1 Consumer’s problem

We first describe the consumption-savings problem. An individual works for the first T’
years of her life, and lives up until L (> T') years. Preference over consumption follows
the CRRA utility function with the parameter ¢. The constant interest rate of the asset
is 7 and & denotes a time discount factor. The cash-on-hand (asset and earnings) is

represented as xf, and the vector of mean beliefs is as S'tl = ((3%, ,%tz) Therefore, the value
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function is as follows.

o Lil0 o
Vi(et. 56) = max { e Sfﬂltﬂ}
€041

(17) s.t. c,:{ + af_H = xf
v = (L4 r)af + exp(y})

af{ 11 > a¢, and S‘g follows belief changes assumption

fort=1,..., T-1, where Vti is the value function of individual with age ¢. For the income
process, For borrowing constraints (a;), we allow age-dependent natural borrowing limit

a; which will be explained later.

We use the same stochastic earnings realization and follow the heterogeneous income
process we introduced in Section 4. We separately simulate the workers’ belief changes
in three different ways. It’s important to emphasize that different simulations affect
solely the belief dimension and not the actual earnings realization. Here we lay the three

different assumptions using the known and unknown shocks parameters.

o Complete information assumes G% = %,K and O'Z = O%,K' This assumption leads

to workers having a belief in the true underlying state with no uncertainty.

e Learning assumes 0‘% = 0'% Uk and 02 = 0'2 Uk This assumption makes the simu-

lation correspond to Guvenen (2007).

o Partial information assumes both known and unknown terms are positive. This
means 0'121 = %,K + O'%Uk and o2 = O%’K + 0'27Uk. We use the calibrated values in

Section 4.2.

During retirement, workers receive a fixed amount of annual social security ss’ which is

a function of their retirement income yZT with no uncertainty. ¢ (-) is a mapping from ylf

to sst.
Vi(af, ss') = max { S 1 §E[Vi(a', 55")]
cé,a@rl 1- d)
(18) st. el + a§+1 =z

xz? =(1+r) a,f; + exp(ssi)
ss' = g(y7)

fort=1T,..,Lwith V7,1 = 0. We note that we use the exact same structure for complete
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information and learning assumptions except for the part with the belief changes.

5.2.2 Baseline Parameterization

This section presents the collection of model parameters used in our simulation. An

overview of these parameters is in Table 4.

Income process. We use the same set of parameters in the first row of Table 3. These
parameters are estimated from the registry. We use the values we calibrated in the survey

moments in Section 4 for the partial information.

Life cycle. The model is set at an annual frequency. The working age spans 20 to 65
(T = 45) and the agent dies with certainty at the age of 80 (L = 60).

Retirement income. For retirement income, we assume that the amount of Social
Security ss’ is the following function of yZT and the cross-sectional mean of yp. We adopt
a formulation for the pension system inspired by the salient features of the Social Security
system, as described in Guvenen (2007). Let @ZT = yZT /yr as relative earned income in
the last working period, where yp represents the cross-sectional mean of earnings at age

T. 7 is the scaling parameter. The formula for the pension system is as follows:

0.99 7 if g <0.3
0.27 +0.32(57 - 0.3) if % €[0.3,2]
0.81 +0.15(yp—2) if ¥l € [2,4.1]
1.1 if i > 4.1

Borrowing constraint. For the borrowing constraints, we adopt the natural borrowing
limit. The natural borrowing limit ensures full repayment in the final periods, even if
the household experiences the lowest possible income realizations for the remaining years.
Therefore, our borrowing constraint is defined as follows, where min(yr) represents the
minimum value of cross-sectional realized earnings at age T.

T-t

a; = ) 0" min(yr)

=1

We also have a robustness check for zero-lower bound and it gives almost similar main

results in Online Appendix E.

Preference. The coefficient of the relative risk aversion parameter, ¢, is set to the
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Table 4: Baseline parameterization

Block Parameter Values Source

income process p 0.921 Registry estimated

income process o2 0.028 Registry estimated

income process Gg 0.026 Registry estimated

income process 0% 0.00084 Registry estimated

income process crzgo 0.210 Registry estimated

partial info 62’K 0.016 Matching Survey G;

partial info 0 Uk 0.012 Matching Survey G;

partial info Oc K 0.011 Matching Survey G;

partial info O‘E’Uk 0.015 Matching Survey G;

life cycle T 45 standard assumption

life cycle L 60 standard assumption

preference ) 2 standard assumption from literature
preference 5 0.97 standard assumption from literature
asset return r 0.03 standard assumption from literature
retirement income T 0.79 Registry estimated

tax-rate slope Y1 0.69 Registry estimated

tax-rate intercept Y2 0.043 Registry estimated

commonly used value of 2.0 in the literature. The discount factor, 9, is set to 0.97, which
is also a standard value in the literature. Table 4 summarizes the parameters used in the

calibration of the baseline model.

Tax. We incorporate the Danish tax system using the registry. We regress the simple
linear tax system by regressing after-tax log earnings on the before-tax log earnings at

the population level in 2020.

We simulate 100,000 workers and construct three different simulated annual panel datasets
based on each assumption. To investigate the difference only in the belief dimension, we
control the earnings realizations as the same across belief changes assumptions. After
we simulate the permanent and transitory shocks using (7% and 0'% and for the partial
information, we simulate the known shocks and then impute the unknown shocks as a

remainder.

5.3 Result: Matching empirical consumption elasticity

We empirically showed that the survey G; is important to explain the consumption elas-
ticity in Section 5.1. In this section, we present the predictions of simulated consumption
elasticity across G in each assumption. The blue line represents the degree of consump-

tion elasticity across Gy in the survey, which corresponds to the values shown in Fig 13(b).
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Note: On the X-axis, we divide the sample depending on the level of G and plot the estimated consump-

tion elasticity from unexpected earnings shocks on the Y-axis.

Figure 14: Non-targeted moments: consumption elasticity

For the simulated data, we use workers’ ages between 20 and 60, consistent with the age
range in the survey. In each assumption, we construct G and then we divide the sample
into five groups based on different levels of G' then we estimate consumption elasticity

within each quintile of G.

Fig 14 shows the result of consumption elasticity across three different assumptions. The
complete information assumption predicts a much wider range of G compared to the
other two assumptions, as we have previously observed. It also overshoots the degree of
consumption elasticity because the complete information assumption does not account
for uncertainty about (3, leading to a lower level of uncertainty compared to the other
two assumptions and predicts higher consumption elasticity on average. The learning
assumption predicts a very narrow range of G and does not accurately capture the vari-
ations in consumption elasticity across G. In contrast, the partial information model
closely aligns with the average level of consumption elasticity observed across G;, high-
lighting the usefulness of this model in explaining consumption behavior. This result
confirms that the partial information we estimated using survey data is valid to explain

the actual empirical consumption pattern.

5.4 Policy relevance: Consumption insurance

In this section, we investigate how the partial information model predicts different levels

of self-insurance compared to the complete information and learning assumptions. To do

38



Table 5: Consumption insurance coefficient

(1) (2) (3)

Assumptions Complete Learning Partial
information information

Permanent shock M%) 0.23 0.65 0.41
Known (ni’K.) 0.27
Unknown (ni,Uk) 0.62
Transitory shock (eh) 0.92 0.65 0.79
Known (eff,K.) 0.90
Unknown (ei,Uk) 0.62

Note: This table presents the consumption insurance coefficients calculated from the simulated data
under three assumptions. The formula for calculating the consumption insurance coefficient is provided
in Equation (19).

this, we compute the consumption insurance coefficient following Kaplan and Violante
(2010).

cov(Act, x})

(19) 1- , where z € {e,n}

var(z})
In the above equation, Acfg is the consumption growth of agent ¢ and time ¢. x% is the
simulated value of shocks and = could be permanent shock (1) or transitory shock (e).
The variance and covariance are taken cross-sectionally over the entire population in the
simulated dataset. The insurance coefficient has an intuitive interpretation; it is the
share of the variance of the x shock that does not translate into consumption growth. If
the insurance coeflicient is close to 1, it indicates that consumption growth is perfectly
smoothed from the permanent (or transitory) shocks because the covariance is 0. On the
other hand, if the insurance coefficient is close to 0, it suggests that the consumption

varies with the shock which means the degree of consumption insurance is lower.

Table 5 shows the insurance coefficients, with each column representing different assump-
tions. In column (1), which presents the results for complete information, the insurance
coefficient for permanent shocks is approximately 0.23, while for transitory shocks it is
0.92. This indicates that workers insure their consumption against transitory shocks to
a much greater extent, compared to permanent shocks. These coefficients are consistent
with Kaplan and Violante (2010) which also use the complete information assumption.
Column (2) shows the coefficients for the learning assumption which is in line with Guve-
nen (2007). According to this assumption, workers don’t distinguish between permanent

and transitory shocks, yielding an identical consumption insurance coefficient of 0.65.
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This implies that workers self-insure uniformly regardless of shock type, due to their
lack of visibility into the shocks” nature. This result shows very different implications
for consumption insurance compared to that of complete information. Lastly, in column
(3), we show the result for the partial information assumption. For comparison with
other benchmarks, we estimate the coefficient after adding up the known and unknown
shocks (for instance, nf; = n;K + n%,Uk)' We then compute again the coefficient for the
permanent shock as 0.41 and the transitory shock as 0.79, which indicates a moderate
difference between the permanent and transitory shocks. If we decompose these shocks
into known and unknown shocks, our estimate for known permanent shock is 0.27 and
known transitory shock is 0.90. These are very consistent with the estimates in the com-
plete information assumption in column (1). For both unknown shocks, the coefficient is

0.62 which is in line with column (2).

In summary, the complete information assumption predicts the largest difference in con-
sumption insurance between permanent and transitory shocks, while the learning as-
sumption predicts no difference. The partial information assumption predicts a moder-
ate degree of difference in the degree of consumption insurance. Many empirical studies
have highlighted that the level of consumption insurance against transitory shocks is often
lower (estimates around 0.6-0.8) than what the complete information assumption predicts
(for instance, Parker et al., 2013 for tax rebates and Fagereng et al., 2021 for lottery win-
nings). Considering these results, the consumption insurance parameters in the partial

information are more aligned with empirical findings, offering a possible explanation.

6 Conclusion

We investigate the empirical relationship between unexpected earnings shocks, belief
changes, and consumption decisions using a uniquely collected survey and matched reg-
istry data in Denmark. A key feature of our survey is that we measure the long-term
expectations in the panel so we can track the changes in long-term expectations workers
have. We introduce the “belief change ratio” to quantify the degree to which workers
internalize earnings shocks into their long-term expectations. We further build a testable
hypothesis around the belief change ratio considering two assumptions: complete infor-
mation and the learning assumption. We show that the learning assumption closely fits
the average belief change ratio over the life cycle. This underscores the significance of
incorporating incomplete information into the literature on income processes. We further
show that the learning assumption is somewhat limited in explaining the heterogeneity

in the belief change ratio. This suggests a need for a hybrid partial information assump-

40



tion where workers have partial information about the nature of the earnings shocks and

estimate they only know half of the nature of earnings shocks.

We further connect this belief change ratio to explain the heterogeneous degree of con-
sumption responses from the earnings shocks. Empirically, we show evidence that the
belief change ratio is correlated with consumption elasticity from the earnings shocks.
Through the lens of the model, we show simulation evidence that the partial information

closely matches the actual consumption elasticity in empirical data.

More broadly, our findings highlight the value of using survey-based measures of earn-
ings expectations to understand heterogeneity in important decision making including
consumption and saving behavior. We richly use the earnings expectations with the ad-
ministrative data jointly to directly identify the model objects. An interesting avenue
for future research agenda is about understanding the labor market search expectations
(Caplin et al., 2023) and connecting it to the precautionary savings and labor market

search behavior.
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A Additional results

A.1 Survey weights construction

In the analysis, we scale all statistics by the relative population weights. To construct
population weights, we the Danish population observed in 2019 in the administrative data.
We estimate a probit regression with a survey participation dummy as the dependent
variable and age, log earnings, education, and gender as explanatory variables. All these
characteristics are available in the administrative data. Table A.1 shows the marginal
effect on survey participation using probit regression. Our survey respondents are around
0.37% of the Danish population. We find that the selection of the survey is related to
various demographics. For instance, as age increases by one unit, the probability of

participation increases by 0.012%.

Table A.1: Marginal effect on participation

Mean of Pr(participation):0.36%

% x 100 z-statistics p-value
age 0.013 41.22 <0.001
female -0.029 -6.45 <0.001
log earnings 0.011 19.38 <0.001
above university 0.225 24.9 <0.001

N: 2,634,812

Log-likelihood: -89,435

Note: The table presents marginal effects from probit regressions where the dependent variable is a
dummy variable for survey participation.
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To obtain population weights for the survey, we use the inverse of the predicted
probability of participating in the survey. Then we apply these population weights to the

analysis and figures in the main text.
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A.2 Repeaters vs. Non-repeaters

In this section, we compare the repeaters and non-repeaters samples. There are 7,734
respondents who only participated in CLP 1. In Table A.2, we show the demographics
for the non-repeaters sample. It is well balanced across gender, lifecycle, earnings, and

consumption level.

Table A.2: Demographics for non-repeaters

Repaters Non-repeaters
N 5,867 7,734
Female 0.49 0.5
Age
20-29 0.19 0.22
30-39 0.21 0.24
40-49 0.25 0.23
50-60 0.35 0.31
Education
Above college 0.48 0.50
Annual earnings (USD)
Mean 63,678 65,271
S.D. 38,873 33,227
Disposable earnings (USD)
Mean 41,933 43,878
S.D. 32,616 35,639
Consumption (USD)
Mean 37,838 38,013
S.D. 95,478 29,046
Liquid constrained 0.32 0.31

Note: The table presents a comparison of the average demographic characteristics of the survey sample
and the Danish population as observed in the administrative data in 2019. The column "Survey Sample"
comprises repeaters and employed respondents from both Copenhagen Life Panel 1 and 2. The “Registry”
column comprises all individuals aged 20-60 within the Danish population who earned a minimum of
24,000 DKK in 2019. We also dropped workers who have a self-employed income of more than 24,000
DKK in 2019. The liquid wealth is the value at Dec-31st of 2018. In Jan-2020, the exchange rate for 1
US Dollar was approximately 7 Danish Krone (DKK).
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A.3 Discussion of consumption imputation

We discuss the possible limitations of this imputation method and how we address the
issues. While the disposable income used for expenditure imputation includes all la-
bor income and capital income; it does exclude capital gains. Changes in capital gains
and losses, such as fluctuations in housing and stock prices, could affect consumption.
However, these factors are not considered within the imputation method.

To address the issue of capital gains, we address it through the following empirical
strategy. First, we exclude housing wealth and treat housing as an off-balance sheet asset,
considering its significance as a major asset held by households in Denmark. Second, we
exclude self-employed workers from our survey sample, which accounts for approximately
4% of the total sample. Self-employed workers often face challenges in distinguishing
between consumption and their business investment, which could introduce large mea-
surement errors (Crawley and Kuchler, 2023). Lastly, we note that the ownership of
stocks among Danish households is relatively low, with only around 10% of households
holding any stocks in 2020. Furthermore, for many of these households, stocks represent

only a small proportion of their overall wealth.
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A.4 Distributions of earnings shocks across demographics and

labor market experience

In this subsection, we plot the earnings shocks (yi — E;_1[y!]) across different demograph-
ics. In Fig A.1, we show the distribution of earnings shocks after we divide the sample into
four different demographic variables. Fig A.la shows the distribution of earnings shocks
across three different age groups. There is a clear life cycle pattern that older workers ex-
perience lower levels of earnings shocks compared to the younger workers which possibly
comes from the different labor market dynamics. Across gender and education, it is hard
to find the difference between groups. In Fig A.1d, we divide the sample into two groups:
stay group includes workers who stayed with the same employer for the entire year 2020
(81% of the sample), and another group that experienced at least one job transition (19%
of the sample) from their employer during the year. We find that the earnings shocksis
more heterogenous for the job transition group than the stay group. Our findings suggest
that labor market transitions are the primary source of forecast errors for workers, as we

observe a correlation between forecast errors and these transitions.

— Age 20-34 & — Male b — Belaw University — Stay
== Age 35-4% == Female === University of above ==+ Transition
-+ Age 5060

0 3
Yarea - Eannalitainel

(a) Life cycle (b) Gender (c) Education (d) Job transitions

Note: Panel (a) shows the distribution of earnings shocks across three different age groups. Panel (b)
and Panel (c) show the distribution of earnings shocks across gender and education respectively. Lastly,
Panel (d) shows the distribution of earnings shocks between stay and transition groups. The stay group
represents workers who don’t experience a job separation during the year. The transition group is a

group where workers experience a job transition.

Figure A.1: Earnings shocks across demographics
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A.5 Age-varying parameters and average belief change ratio

In this section, we conduct a robustness check by permitting income process parameters
that vary with age. Initially, we estimate the income process using the approach by Kara-
han and Ozkan (2013). The idea is to impose a polynomial structure to the parameters
and estimate the coefficients. The details of the estimation process are in Section B.1

and the summary of estimated parameters is as follows.

p =0.813 + 0.009age — 0.00015age”

op =0.044 — 0.003age + 0.00009age? )
o? =0.039 + 0.004age — 0.00010age?
o =0.0051

We simulate 100,000 workers’ earnings realizations and beliefs based on the above
parameters. Fig A.3 shows the results. It is very clear that the complete information
predicts a U-shaped GG mainly because of U-shaped permanent shocks and inverse U-

shaped transitory shocks as age increases.

— Model: Learning
—— Model: Complete, Age

20 30 40 50 60
Age

Note: The blue and orange lines show the local linear predictions of the simulated belief change ratio
across the life cycle. The red dotted line is the survey belief change ratio with 95% confidence intervals.
The lines are a local regression fitted line. We excluded the top and bottom 2.5% of outliers from the

analysis in each dataset.

Figure A.2: Robustness check: Age-varying average belief change ratio

This result confirms that even after allowing different parameters across ages, it is

hard to predict the monotonic decreasing patterns across ages.
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A.6 Median belief change ratio

In this section, we conduct a robustness check of Fig 6 in the main text using median
instead of average. For the survey G, we compute the median for each age group by
averaging the values within a range of +£2% around the median. We find a very consistent
pattern that the median is decreasing across ages in the survey GG which is consistent with
the learning assumption, while complete information predicts the flat line. We note that
the learning assumption doesn’t have a meaningful median because G is constant given

age level.

= Model: Learning
=== Model: Complete
=== Survey

20 30 40 50 60
Age

Note: This graph shows the local linear smoothed line of the belief change ratio. We first construct the

median (the mean of £2% around the median in the survey) and plot the local regressions.

Figure A.3: Robustness check: Median belief change ratio

o1



A.7 Discussion on restricted income process

In this subsection, we show that our main result is robust to the restricted income process,

a widely used income process specification without individual heterogeneity.

v = 9(Xi) +(z+6)
—— ———
observable stochastic (2)

% = pz

We estimated the restricted income process with the same minimum distance process.
The estimated p, 03, and o2 are 0.962, 0.037, and 0.041. We simulate the belief change
ratio based on these estimated values. Fig A.4 shows the result. We confirm that the

restricted income process still predicts the flat level of G far from the survey predictions.

7
==+ Survey
= Model: RIP
5 ~\~~
o s
‘3' ~‘~~.
11 T T T T T
20 30 40 50 60

Age

Note: This graph shows the local linear smoothed line of the belief change ratio. The orange line is the

prediction of the restricted income process and the red line is the prediction of the survey.

Figure A.4: Robustness check: Restricted income process
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A.8 Regression for consumption elasticity

In this section, we show the regression results for the consumption elasticity. The regres-
sion specification is as follows. For the dependent variable we use consumption growth.

For the control variable, we use age, age-sqaured, gender, and education.

AC;O = 7(%0 - EIQ[?J;O]) + leﬁ +e€ (3)

Table A.3: Consumption elasiticity

L @
Dependent variable: Ach,

yho — Eio[yho] 0.284™"  0.307""
(0.036) (0.033)

Age -0.002"
(0.001)

Age sqaured 0.00004

(0.00423)

Female -0.031"
(0.018)

University or above -0.008™"
(0.002)

Controls N Y

R-sq 0.271 0.314
N 5,867 5,867

Note: Standard errors are clustered at the individual level. The dependent variable is log scaled con-
sumption growth. Control variables include age, age-squared, gender, and education.
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B Estimation details

In this section, we describe a detailed process of income process estimations. Guvenen

(2009) describe the earnings process as follows.

i g(XD) + Bt 4 (F+
yr = 9(Xy) é/ (2t + €) (4)
observable  individual stochastic

Step 1 residual earnings: The left-hand side of the equation represents worker i’s
log-transformed earnings at age t. On the right-hand side, the first function g captures
the common variation in earnings across all individuals, especially from observable demo-
graphics. We run the following regression to capture the aggregated patterns of earnings

over the life cycle:
yi = Bo + Biti + Bati + € (5)

The estimated value of (g, £1,32) is (9.9438,0.0537, —0.00087) and all the coefficients

are significant at 1% level. We then use these estimates to calculate the residual earnings
~t
Yi-

Step 2 covariance matrix: To estimate the four parameters p (persistence), a%

2
n

shock), we write down the variance and We use the minimum distance method proposed

(variance for f3;), o2 (variance for permanent shock), and o? (variance for transitory
by Guvenen (2009) to estimate the parameters. First, we write the model variance and
covariance matrix of the income residual §;, as a function of the four parameters, across

age.

A

var(fi

Based on the above representation, we can write down a 40 by 40 variance-covariance
matrix from age 20-60 as a function of four parameters. We also obtain income residuals’
empirical variance and covariance matrix across age. We use the earnings from 2015-2020

in the registry.

Step 3 minimum distance estimator: Our estimation strategy is based on minimizing
the distance between the elements of these 40 by 40 empirical covariance matrix and the

counterpart implied by the model. Let ¢,, be an element of the empirical covariance matrix
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of income residual where n = 1,..., N(= T(T' +1)/2). Let d,, represent the corresponding
model covariance using four parameters b. Define F, (b, vin) = [F1(b,7i1), s Fn(b,vin)],
where 7; the vector of indicator functions where individual ¢ belongs to the certain mo-
ments.

The minimum distance estimator b is the solution to the below equations. For the

weighting matrix, we use the identity matrix.

I I
min([I~1S " F, (b, ) AN[I7ES " L (b, v
b[;(v)]zv[;(v)]
For the asymptotic covariance matrix, 3 = (D'D)~'D'QD(D'D)~!, where D is Jacobian
moments , E[0F(b,7,)/0b'] and §2 is covariance matrix E[F (b, v;)F(b,v:)'].

B.1 Age-varying parameters

We further estimate following the method of Karahan and Ozkan (2013). We allow the

three parameters (p, 07, 07?) are age-dependent (p, 07, 02,).

var (i + 5752 + var(z;¢) + O’

cOV(Gits Pipan) = 05t +1) + py. pt+nvar(zi,t)

ar(zlt 1)+ o,

)
) =
var(z;)
)

var(z;
We further impose a polynomial as follows.
Y = Yo + it + Yot?  where y € {p, 07, g (8)

The details of the estimation are the same as above.

Table B.1: Age-varying: estimated parameters

"o 71 2
p 0.813 0.009 -0.00015
(0.0004) (0.0002)  (0.000082)
o 0.044 -0.003 0.00009
(0.0001)  (0.0001)  (0.0000032)
0.039 0.004 -0.00010
(0.0008) (0.00004)  (0.000027)

[\

P )

We further illustrate the parameters graphically. Figure B.la shows the changes in

the p parameter over the life cycle. It is inverse U-shaped and has a maximum value
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around age 45. Fig B.1b shows the pattern of o2 and 037 across age levels. It is clear that
o? is inverse U-shaped and o7, is U-shaped.

.06

&
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rha
sigma

o~ .02+
85 ol
o
s . . . . . .
20 30 40 50 60 20 30 40 50 60
Age Age
(a) p (b) 02 and o7}

Note: Panels (a) and (b) show the estimated parameters for the income process after imposing a polyno-

mial structure. We show the estimated p across the life cycle in Panel (a). Panel (b) shows the estimated

2

o, and o2 across the ages.

Figure B.1: Age-varying parameters
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C Details of Guvenen (2007)

In this section, we describe the details of Guvenen (2007). It is essentially identical to
the partial information with the unknown shocks part only. The general process of log

earnings, y, of individual ¢ who is ¢ years old is given as follows.

yi = g(X[,0°) + f(X[,0') + 2 + €

i i i
2y = PZ_q TNy zg =0

(9)

where the function g and f denote two separate life-cycle components of earnings. The
first function g captures the part common to all individuals and is imposed as polynomial
as age (t) and age quadratic (¢?) part. The estimated parameters represent #° which are
common to all individuals. The second function f is the individual-specific component
of life cycle earnings. We note that Guvenen (2007) first propose f(X},6") = a; + Bit. «;
represents individual intercept parameter and (; represents individual earnings growth
(slope) paramter. The heterogeneous income process literature later evolves to focus on
the earnings growth parameter 3; (for instance, Guvenen and Smith, 2014). We drop o
from the description but the main result is robust regardless of learning about «;. The
individual specific parameter [3; is realized at the beginning of the labor market from the
normal distribution N(0,03). Lastly, z{ = pz{_; 4+ n; and n; ~ N(0,07).

The state equation representation is as follows.

Bi _ 1 0| (B n 0 (10)
Zii1 0 p| |2 M1
—_—— e N —
S§+1 F S ”§+1

Although the parameters of the income profile are not dynamic, including them in
the state vector yields recursive updating formulas for beliefs using the Kalman filter. A
second (observation) equation expresses the observable variables in the model—in this

case, log income—as a linear function of the underlying hidden state and a transitory

shock.
Bi

YA
2t

yi=1[t 1] || +e=HSi+6 (11)

The shocks are i.i.d. Normal distributions. To capture an individual’s initial prior about

(i, 2), they assume normal prior with mean Syjo = (0, 0) and variance-covariance matrix

P — {“g 0] (12)
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The evolution of the mean after observing signal y! is as follows.

Z|t :SZ|t—1 + Ki(y; — H£Sz|t—l)

(13)
St+1|t :Fst\t

where K; = Py;_1H,[H,Py;_1H; + R]™". The evolution of the variance and covariance

matrix is as follows.

Py =Py1 + K HPyy
0 0 (14)
0

2
UU

Py = FPy F' +

Fig C.1a is an example of belief updating about individual-specific parameter 3;. The
realized value for (3; is 0.0185, but the mean beliefs about (; is 0. It is notable that the gap
between the mean beliefs and the realized (; is far when the worker is young. However, as
age increases, the gap between the mean beliefs and actual realization decreases. The key
mechanism behind this is as workers observe the realizations (y!, ..., y) their information
about the individual parameter is getting more accurate. Likewise Fig C.1b shows the
example of a decrease in variance about individual parameters. Again as age increases,
it is very clear that the uncertainty about individual specific parameters decreases which

means that workers are more accurate about their income process.

%49 —a— Mean Belief p E 0014
=== True f:-0.0185 :
< 0008
02+ .._____.........---.-..--m’_':_—.5
- N _ me,ouoﬁ
o ] G“‘"ﬂ 0 o
* LW = 10004

.02+ -3 0002

- 044 -1

20 30 40 50 60

20 30 :é)e 50 60 Age
(a) Mean (b) Variance

Note: Panels (a) and (b) show the example of learning in both moments. We show the learning in mean
in Panel (a). Panel (b) shows the variance of j;.

Figure C.1: Example in learning
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D Identification of partial information

In this section, we describe how the known and unknown shocks, can match the distribu-
tion and life cycle pattern of G. We show how the relative size of known permanent and
transitory shocks o7 ;- and o? i affect both the mean and standard deviation of G. The
following figure shows the level of simulated mean of GG. Figure D.1 shows the results.
In Figure D.1a, on the X-axis, we plot the proportion of known shocks (Uf’_—%K) and on the
Y-axis, we plot the simulated mean of G fixing the known proportion of transitory shock
as 0.5. As the known proportion of permanent shocks increases, the mean increases.
In contrast, Fig D.1b shows the results for the proportion of known transitory shocks
(Uj—f) We fixed the proportion of known permanent shock as 0.5. As the known propor-
tio;l of transitory shocks increases, the mean decreases. Workers increase their G as they
have more information about permanent shocks, while G decreases as they have more

information about transitory shocks inside of the earnings shocks.
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Note: Panels (a) shows the proportion of known permanent shocks on the mean G and Panel (b) shows

the proportion of known transitory shocks on the mean G.

Figure D.1: Effect on mean GG

We also show the results for the standard deviation. For the standard deviation,
those two shocks have a similar effect. As the proportion of known shocks increases, the
standard deviation of GG increases. Therefore, the different effect on the mean is the key
to identifying the levels while controlling for the standard deviation of G.

For the life cycle patterns, we plot two different levels of o7 ;- given the size of o7
in Fig c¢. As the known permanent shocks increase the life cycle pattern increases. This
is because now the earnings shocks is more informative about the 5. On the other hand,
Fig d shows the two different levels of o? ;- given o7 ;. In this case, the life cycle pattern
decreases as the 0727, i increases. This is because the earnings shocks are less informative

about the individual profile.
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Note: Panels (a) shows the proportion of known permanent shocks on the standard deviation G and
Panel (b) shows the proportion of known transitory shocks on the standard deviation G.

Figure D.2: Effect on standard deviation G
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E Discussion on consumption simulation

This section discusses the robustness of our consumption simulation results. We perform
two robustness checks. First, we show that our result is robust to the no-borrowing con-
straint. We use the natural borrowing limit in the main text. We resimulate consumption
with the no-borrowing constraint and confirm similar results. Second, we perform a ro-
bustness check using a more realistic Danish tax system. Kreiner et al. (2016) describes
the Danish tax system, which has two tiers: above median income and below median
income. To define the median income, we simulate the population and find the median.
Then we apply the tax rate of 0.40 for the below-median group and 0.49 for the above-
median group, as reported tax rate in Kreiner et al. (2016). Fig E.1 shows the results.
Fig E.la is the result for no borrowing constraint. Again the partial information well
fits the empirical data pattern as in the main results. On the other hand, the complete
information and learning assumption again fails to fit the empirical data. Fig E.1b shows
the robustness result for the tax system, while the consumption elasticity across G is

lower than the main result but we find very consistent results with the main text.
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Note: Panels (a) shows the robustness result for the no borrowing constraint instead of natural borrowing

limit. Panel (b) shows the result for tax system as in Kreiner et al. (2016).

Figure E.1: Robustness check on consumption elasticity across G
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